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Abstract

The ensemble Kalman filter (EnKF) is a commonly used real-time data assimilation algorithm in various

disciplines. Here, the EnKF is applied, in a hydrogeological context, to condition log-conductivity realizations

on log-conductivity and transient piezometric head data. In this case, the state vector is made up of log-

conductivities and piezometric heads over a discretized aquifer domain, the forecast model is a groundwater

flow numerical model, and the transient piezometric head data are sequentially assimilated to update the

state vector. It is well known that all Kalman filters perform optimally for linear forecast models and

a multiGaussian-distributed state vector. Of the different Kalman filters, the EnKF provides a robust

solution to address earities; however, it does not handle well non-Gaussian state-vector distributions. In the

standard EnKF, as time passes and more state observations are assimilated, the distributions become closer

to Gaussian, even if the initial ones are clearly non-Gaussian. A new method is proposed that transforms

the original state vector into a new vector that is univariate Gaussian at all times. Back transforming the

vector after the filtering ensures that the initial non-Gaussian univariate distributions of the state-vector

components are preserved throughout. The proposed method is based in normal-score transforming each

variable for all locations and all time steps. This new method, termed the normal-score ensemble Kalman

filter (NS-EnKF), is demonstrated in a synthetic bimodal aquifer resembling a fluvial deposit, and it is

compared to the standard EnKF. The proposed method performs better than the standard EnKF in all

aspects analyzed (log-conductivity characterization and flow and transport predictions).
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1. Introduction

Groundwater modeling and prediction plays a critical role in decision making for groundwater man-

agement and environmental protection. In order to make reliable groundwater flow model predictions, it is

necessary to account for all measured data. Although important information can be obtained from field work,

it is in practice impossible to characterize an aquifer exhaustively. To best account for the state information—

such as flows, hydraulic heads or concentrations—in the characterization of aquifer parameters, numerous

methods of parameter identification have been proposed [e.g., for an overview see 1, 2, 3, 4, 5, 6].

In the early days of parameter identification, the aim was to obtain a single “best” estimate of the aquifer

parameters. However, it has been proven that such a “best” estimate is always much smoother than the

real aquifer and that flow and transport predictions performed in such estimate are very poor [7]. The

alternative is to resort to Monte Carlo analysis in which multiple realizations of the aquifer parameters are

built accounting for all the measured data. Each realization represents a possible case of the unknown reality.

Flow and transport are modeled in each realization and all model predictions are collected to characterize

uncertainty and to define an optimal prediction (e.g., pilot point method [8, 9], self-calibration [10] or gradual

deformation [11]).

One such Monte Carlo-based method is the ensemble Kalman filter (EnKF) proposed by Evensen [12]

and subsequently clarified by Burgers et al. [13]. The EnKF is an extension of the Kalman filter to deal with

nonlinear state equations. The Kalman filter [14] proved to be a very powerful data assimilation algorithm

for systems in which the relation between parameters and state is linear. This linearity allowed an exact

propagation of the state covariance in time. The first attempt to deal with nonlinear transfer functions,

such is the case in groundwater modeling, was the extended Kalman filter [e.g., 15, 16]. In the extended

Kalman filter, the nonlinear transfer function is linearized after a Taylor expansion and this linearization is

used for the covariance propagation. For highly nonlinear transfer functions, extended Kalman filter tends

to deteriorate as time progresses, since the errors in the covariance propagation accumulate; at the same

time, extended Kalman filter is time consuming when the aquifer is finely discretized [17].

The EnKF circumvents the problem of covariance propagation in time by working with an ensemble of

realizations. In each realization the state equation is solved, and the ensemble of states is used to compute

the covariance explicitly and efficiently. The EnKF has gained popularity in diverse disciplines such as

oceanography, meteorology and hydrology [e.g., 18, 19, 20, 21, 22, 23, 24]. The advantages of the EnKF

can be summarized as follows: first, CPU consumption is reduced mostly because of the way the state
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covariance is computed (Hendricks Franssen and Kinzelbach [25] documented a reduction of the needed

CPU time by a factor of 80 as compared with other Monte-Carlo type inverse modeling); second, the

EnKF can easily be combined with different forecast models; third, the EnKF is capable of incorporating

the observations sequentially in time without the need to store all previous states. In addition, although

Evensen [12] developed the EnKF to obtain a single optimal estimate of the system state, the EnKF provides,

as a by-product, the entire ensemble of states, which can be used to assess uncertainty.

Our objective with this paper is to use the EnKF for the generation of an ensemble of hydraulic conduc-

tivity realizations which are conditional to hydraulic conductivity measurements and to piezometric head

data. This approach has already been described in the literature, for instance by Hendricks Franssen and

Kinzelbach [26], who generated realizations of transmissivity and recharge, and by Liu et al. [27], who focused

on hydraulic conductivity, dispersivity, mass transfer rate and mobile porosity ratio for a dual-domain mass

transfer model at the MADE site. Example applications in petroleum engineering can be found in the works

by Wen and Chen [28] and Gu and Oliver [29]. Our contribution is to develop a new approach applicable to

non-Gaussian distributions of hydraulic conductivities, with an application to a bimodal distribution typical,

for instance, of fluvial deposits.

It can be shown that the EnKF provides an optimal solution when the parameter vector follows a

multiGaussian distribution and the state transfer function is linear [30]. In most practical applications in

groundwater and petroleum engineering neither the parameters can be modeled as multiGaussian nor the

transfer function is linear. The importance of accounting for the nonGaussianity of hydraulic conductivity

has already been demonstrated in the literature [31, 32, 33]. To circumvent the problems of the EnKF, some

authors have concentrated in the problem of non-Gaussianity in the parameters and others have focused on

reparameterizing the state equation so that the relationship between model parameters and state variables

is closer to linear. Sun et al. [34] worked on the non-Gaussianity aspect and took advantage of localization

techniques with a Gaussian mixture model to update the parameters of a multimodal distribution. Chen

et al. [35] addressed the nonlinearity problem by reparameterization.

In this work we take the route of transforming parameters and state variables so that they both follow

marginal Gaussian distributions. These transformations, which are themselves highly nonlinear, will make

the state transfer function even more nonlinear than for the untransformed variables, but, in return, the

Kalman filtering equations will be applied on Gaussian variates. We demonstrate this approach on a synthetic

aquifer resembling a highly channelized fluvial deposit. It will be shown how this approach improves the

results obtained using a standard implementation of the EnKF even though the univariate transformation
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applied ensures marginal Gaussian distributions but does not ensure multiGaussianity of the joint state

vector.

We are aware that in another study [36] similar transformation techniques as proposed in this paper

were applied but only to the state variables, not to the parameters, in the context of hydraulic tomography.

The authors focus on the improvements that can be achieved with different transformation techniques,

analyze under which conditions improvements can be obtained, and demonstrate a pseudo-linearizing effect

of their transformations. For reference, they compared their improved method to an exhaustive particle filter.

Similar applications can be found in other disciplines; for instance, in reservoir modeling, transformation

from non-Gaussian distribution to Gaussian distribution is applied to the state variables, such as saturation,

by Gu and Oliver [37] and, in ocean ecosystem modeling, a similar transformation is applied to chlorophyll-a

concentration by Simon and Bertino [38]. Other transformation algorithms can be found in the literature

such as in Béal et al. [39] and Bocquet et al. [40]. In contrast with all of these applications, the method

proposed in this paper focuses on transforming not only the non-Gaussian distributed state variables but,

most importantly, the non-Gaussian distributed model parameters, i.e., the hydraulic conductivities, which

are commonly assumed to follow a log-normal distribution. These transformation of parameters and state

variables will make the relationship between the transformed variables even more nonlinear (instead of more

linear as pursued in the previously cited works), but the Kalman filtering equations will be applied to

Gaussian variables. To our knowledge, no such transformation algorithm has been applied to handle the

non-Gaussian distribution of hydraulic conductivities in the scope of the EnKF in hydrogeology.

Throughout the paper we use interchangeably the terminology from geostatistics, hydrogeology and

Kalman filtering, most noticeably, a) piezometric head data assimilation is equivalent to (inverse) data

conditioning, in the sense that the solution of the flow equation in each of the final realizations of hydraulic

conductivity will match the measured piezometric heads, b) by forecast model, transfer function or state

transition model we refer to the transient groundwater flow equation and its corresponding numerical model,

and c) when referring to the flow equation we distinguish between parameters (i.e., hydraulic conductivities)

and state variables (i.e., piezometric heads), whereas in the EnKF we will talk about a (joint) state vector

that includes realizations of both parameters and state variables at time t. Also, since our goal is the

characterization of the hydraulic conductivity spatial variability, we will be using the term hard data to refer

to local measurements of hydraulic conductivity, as opposed to measurements of piezometric heads which

are soft data since they do not measure directly hydraulic conductivity but serve to characterize its spatial

variability.
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The rest of the paper is structured as follows. After the standard EnKF is introduced, the new algorithm

is explained in detail. Then a synthetic bimodal aquifer is used to evaluate the performance of the proposed

method. The paper ends with a discussion and some conclusions.

2. Methodology

We first present the groundwater flow and transport equations that will be used in the synthetic exam-

ple, then we follow with the description of the standard EnKF and propose the new algorithm with the

transformed variables, which will be referred to as the normal-score EnKF (NS-EnKF). The flow model

will be used in conjunction with ensemble Kalman filtering to obtain realizations of hydraulic conductivity

conditioned to both conductivity and piezometric head data. The transport model will be used only for

verification purposes to evaluate how well transport is predicted in the final conductivity fields.

2.1. Flow and transport equations

By combining mass conservation and Darcy’s law, the groundwater flow equation in saturated porous

media can be expressed as [41]:

∇ · (K∇h) = Ss

∂h

∂t
+Q (1)

subject to initial and boundary conditions. In the differential equation, ∇· is the divergence operator, ∇ is

the gradient operator, K is the hydraulic conductivity [LT−1], h represents hydraulic head [L], Ss is specific

storage [L−1], Q is the source-sink term [T−1] and t is time [T ]. Equation (1) is numerically solved by

applying a discretization in space and time.

The governing equation for non-reactive transport in the subsurface is:

φ
∂C

∂t
= −∇·

(

qC
)

+∇·
(

φD∇C
)

(2)

subject to initial and boundary conditions, where C is the concentration of solute in the liquid phase [ML−3];

φ is porosity [-]; D is the local hydrodynamic dispersion coefficient tensor [L2T−1] with principal axes parallel

and perpendicular to the direction of flow and eigenvalues proportional to the components of the fluid velocity

and the longitudinal and transverse dispersivities, and q is the Darcy velocity [LT−1] calculated by Darcy’s

law: q = −K∇h.
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2.2. Standard EnKF

The theory and numerical implementation of the EnKF is described extensively in Evensen [17, 42]. Here

we will only recall that the EnKF deals with dynamic systems, for which state data are observed as a function

of time and used to sequentially update the parameters and the state of the system. For this purpose an

ensemble of realizations is generated and then each realization is updated as observation data are available.

In the EnKF, the state vector x is represented by the collection of all state vectors for all Nr realizations,

x = (x1, x2, . . . , xNr
). For realization i, xi includes both the parameters controlling the transfer function

and the state variables:

xi =







A

B







i

=







(a1, a2, . . . , aN ·Np
)T

(b1, b2, . . . , bN ·Ns
)T







i

(3)

where A is the vector of model parameters, such as hydraulic conductivities and porosities, and B is the

vector with the state variables, such as hydraulic heads and concentrations. The size of the state vector

for each realization is determined by the number of grid cells in which the domain has been discretized

(N), the number of model parameters (Np), and the number of state variables (Ns). In our case, only one

type of parameter (log-hydraulic conductivity lnK) and one type of state variable (piezometric head h) are

considered, therefore

xi =







(lnK1, lnK2, . . . , lnKN )T

(h1, h2, . . . , hN )T







i

. (4)

The final size of the ensemble state vector is equal to the size of each realization state vector multiplied by

the number of realizations. In our case, it is 2×N ×Nr.

The EnKF consists of two main steps: a forecast step and an update step. Both steps are to be performed

in each realization. The forecast step involves the transition of the state variables from time t− 1 to time t,

xt = F (xt−1) (5)

where F (·) is the transfer function. In our case this transfer function leaves the log-conductivities unchanged

and forecasts the piezometric heads to the next time step using the transient groundwater flow model

(Equation (1)).

After data are collected, the state vector is updated by the EnKF. The update process is summarized by
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the following equations:

xu
t = x

f
t +Gt(zt + ε−Hx

f
t )

Gt = P
f
t H

T(HP
f
t H

T +R)−1

x̄
f
t ≈

1

Nr

Nr
∑

i=1

xf
t,i

P
f
t ≈

1

Nr

(xf
t − x̄

f
t )(x

f
t − x̄

f
t )

T

(6)

where xu
t is the vector with the updated model parameters and state variables at time t and x

f
t is the

vector with the forecasted state; Gt is the Kalman gain—derived after the minimization of a posterior error

covariance—it multiplies the residuals between observed and forecasted values to provide an update to the

latter; zt are the observations at time t; ε is an observation error, generally characterized by a normal

distribution with zero mean and a diagonal covariance R (we assume that errors at different measurement

locations are independent); H is the observation matrix which has as many rows as number of measurements

(M) and in our case consists of 0’s and 1’s since we assume that measurement locations coincide with the

grid nodes; xf
t,i is a realization of the ensemble of forecasted state vectors; x̄f

t is the ensemble mean; and P
f
t

is the ensemble covariance matrix of the state x
f
t . It is worth noting that we do not have to compute the

whole covariance matrix explicitly because we can compute directly P
f
t H

T and HP
f
t H

T taking advantage

of the fact that most of the entries of H are zeroes.

The EnKF has an intrinsic feature in honoring parameter data (i.e., hydraulic conductivity measurements)

as long as they remain constant during the forecast step and parameter measurement errors are neglected.

In such a case the components of the covariance matrix P
f
t involving parameter measurement locations

are equal to zero, the Kalman gain at those locations is also zero, and therefore they remain constant also

through the update step.

2.3. Normal-Score EnKF

As we have mentioned before, we are going to modify the formulation of the standard EnKF so that

we ensure that the joint state vector follows marginal Gaussian distributions at all locations and all times.

This is achieved by applying a normal-score transform, independently, to each element of the state vector

as discussed in the appendix. This normal-score transform function (TF) has to be recomputed after each

forecast step. Let Φt(·) represent the normal-score transformation at time t so that

yt = Φt(xt) (7)
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is a new state vector in which all variables have a marginal Gaussian distribution with zero mean and unit

variance. Similarly we will have a normally distributed state vector at time t − 1, yt−1 = Φt−1(xt−1).

Substituting y for x in the transfer function (5) we obtain

yt = Φt(F (Φ−1
t−1(yt−1))), (8)

which we can rewrite as

yt = ϕt(yt−1) (9)

with ϕt = Φt · F · Φ−1
t−1. We have replaced the original nonlinear transfer function F (·) with a new ear

transfer function ϕt(·) that takes as input a vector of Gaussian variables and propagates it in time into

a new vector which is also Gaussian. (Notice that the normal score transform only renders the variables

Gaussian one by one, the multivariate properties of the state vector are also changed but not necessarily to

become multiGaussian.)

The inverse of the normal-score transform function permits, at any time step and for any location, to

retrieve the state vector x from the vector y ensuring that the marginal non-Gaussian distribution of x

is kept. This is particularly interesting in cases such as aquifer modeling in fluvial deposits, which are

characterized by multimodal distributions of log-conductivities.

Once the new transfer function in (9) is established, the NS-EnKF just follows the same steps as the

standard EnKF. However, since the transfer function depends on the normal-score transform function that,

in turn, depends on the state values, there is not an explicit expression. A flow chart of the NS-EnKF is

displayed in Figure 1 which consists of the following steps:

1. Generate the initial ensemble. A large number of equally likely stochastic realizations of the state vector

are generated. In our case the state vector consists of log-conductivities and piezometric heads; the

log-conductivities are generated using geostatistical simulation techniques [43], which are conditioned

to hard data; the piezometric heads are set equal to the initial heads, which in our case are zero

everywhere (alternatively the initial heads could be set equal to the steady-state solution of the flow

equation for given boundary conditions and external sources, or they could be obtained from a warm-up

run).

2. Forecast. For each realization, the log-conductivities stay unchanged, and the piezometric heads are

the solutions of the groundwater flow equation in each realization from time t− 1 to time t.

3. Normal-score transform. Establish the local cumulative distribution functions (CDFs) for all the
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components of the state vector from the ensemble of realizations. In our case there will be one such

local CDF at each location for the log-conductivity and another one for the piezometric head. Use these

local CDFs to build the normal-score transformation function and transform the state vector into a

new vector, with all its components following marginal Gaussian distributions with zero mean and unit

variance. It is worthwhile to mention that the log-conductivities transform functions remain unchanged

during the data assimilation (TF1 in Figure 1); this helps recovering the prior model structure. On

the contrary, the transformation functions for piezometric heads have to be recomputed at each time

step (TF2 in Figure 1).

4. Update. State data are collected at time t. These data are normal-score transformed using the

same local transformation functions computed in the previous step. In our example we only collect

piezometric head data although the method would be applicable if log-conductivity data were collected,

too. Next, we apply equation (6) to update the state vector.

5. Back transform. The updated state vector is back transformed using the previously constructed trans-

formation functions. Time advances one step, the updated state vector becomes the current vector

and we loop back to the forecast step.

To sum up, the proposed method applies the EnKF always to a state vector all of which components

follow a marginal Gaussian distribution. Furthermore, using the normal-score transformation we ensure

that the prior non-Gaussian marginals of the model parameters are kept throughout, in our case, the prior

bimodal pattern of the log-conductivities. We recognize that, in the proposed method, the model parameters

and state variables are transformed into Gaussian space independently of each other, which yields a state

vector with univariate Gaussian marginal distribution but not necessarily jointly multiGaussian.

3. Synthetic experiment

Aquifers of fluvial deposits are a typical example of geologic formations in which conductivities have a

non-Gaussian distribution. Moreover, the hydraulic conductivities in such aquifers typically show a variation

over several orders of magnitude. In this section, a synthetic bimodal aquifer composed of sand and clay is

built to demonstrate the effectiveness of the proposed method. The NS-EnKF is compared with the standard

EnKF in order to investigate whether and to what extent the normal-score transformation improves aquifer

characterization for non-Gaussian cases. The influence of several parameters (i.e., number of realizations,

number of hard data and magnitude of hydraulic conductivity variance) is investigated (see Table 1 for the

description of the different scenarios).
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Direct sampling, a multiple-point geostatistical simulation algorithm, is used to generate facies-distribution

realizations [44]. Direct sampling is a pattern-based geostatistic simulation approach that generates realiza-

tions by borrowing structures from a training image. A training image generated by FLUVSIM [45] serves

as a conceptual model of the bimodal aquifer composed of sand with high permeability and floodplain fine-

grid deposits (e.g., clay) with low permeability (see Figure 2). Compared with traditional variogram-based

two-point geostatistics, multiple-point geostatistics is well suited for handling curvilinear structures, which

cannot be characterized well with a variogram.

The numerical experiment is carried out for a synthetic aquifer of 1 m thickness extending over a domain

of 500 m × 400 m discretized in 2D into 100 columns by 80 rows (i.e., square grid cells of 5 m). The reference

facies field (Figure 3A) is generated by direct sampling based on the training image of Figure 2. Then, each

facies is populated with log-conductivity values. These log-conductivity values are generated by GCOSIM3D

[46], independently for each facies, according to stationary multiGaussian random functions with parameters

given in Table 2. The reference lnK field is plotted in Figure 3B. The histogram of lnK (Figure 3E) shows

a pronounced bimodality with a global mean of –4.43 ln(cm/s) and variance of 1.72 (ln(cm/s))2. Hydraulic

conductivity measurements are taken from this reference field at the locations shown in Figure 3C. These

data will be used as conditioning hard data.

The groundwater flow equation under confined conditions is solved for the reference hydraulic conduc-

tivity field assuming impermeable boundary conditions on the northern and southern boundaries, constant

prescribed head on the western boundary equal to zero meters and prescribed specific discharge through the

eastern boundary of –2.2 m/d (Figure 3D). The initial head is 0 m over the area of interest. The groundwater

flow equation (Equation (1)) is solved by finite differences in both space and time using the simulator devel-

oped by Fu [47]. The simulation period of 300 days is discretized into 100 time steps, the duration of which

follows a geometric series with ratio of 1.05. There are no internal sinks or sources in this example. Specific

storage is assumed constant and equal to 0.003 m−1. Piezometers cover the aquifer regularly (see Figure

3D), and the transient evolution of the piezometric heads in the reference field at these locations is sampled.

Head observations from piezometers #1 to #32 will be used as observation data (conditioning data) during

the update step of the NS-EnKF. The remaining piezometers will be used for validation purposes.

Similarly as we did to generate the reference realization, one thousand facies realizations are generated

by direct sampling using the training image depicted in Figure 2. Then, in each realization, both facies are

populated with lnK values generated by sequential Gaussian simulation. It is important to stress that both

the facies realizations and the log-conductivity realizations are conditional to the hard data sampled from
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the reference field and shown in Figure 3C. The geostatistical parameters used in the sequential simulation

are the same as for the reference and given in Table 2. By generating the realizations in this way, neither

statistical model uncertainty nor log-conductivity measurement uncertainty are considered in this example.

For illustration purposes, a randomly selected realization is shown in Figure 4 together with the ensemble

mean of the 1000 realizations.

Next, hydraulic head data assimilation by the NS-EnKF is performed as illustrated in section 2.3. The

transient hydraulic heads observed in the reference field during the first 50 time steps (22.8 days) at the 32

monitoring piezometers are used to update the state vector after each time step. The observed heads during

the remaining 50 time steps are used for model verification. Head observation error is characterized by a

normal distribution with zero mean and a standard deviation of 0.01 m.

Recall that the term assimilation, commonly used in the filtering literature, is equivalent to the term

conditioning used in the geostatistical literature.

4. Performance assessment measures

Ensemble means and ensemble standard deviations will be computed. The ensemble mean map should

reproduce the main spatial patterns of hydraulic conductivity, as close as permitted by the conditioning data

set, and it will be visually compared with the reference map to get a qualitative assessment. The standard

deviation map will indicate, locally, the degree of uncertainty and, as will be seen, will serve to delineate the

edges of the channels. For a quantitative assessment we compute a precision measure given by the Average

Absolute Deviation (AAD(x)t), and, taking advantage of knowing the reference, we also compute a bias

measure, the Average Absolute Error (AAE(x)t).

AAD(x)t =
1

Nxy

1

Nr

Nxy
∑

i=1

Nr
∑

j=1

| xt,i,j − x̄t,i |

AAE(x)t =
1

Nxy

Nxy
∑

i=1

| x̄t,i − xref
t,i |

(10)

where xt,i,j is the state at time step t, node i and realization j, Nxy and Nr are the number of grid cells and

realizations, respectively, x̄t,i represents ensemble mean at time t and node i, and xref
t,i is the reference state

at time t and node i.

The histograms of hydraulic conductivity before and after data assimilation will be compared.

Connectivity of conductivity plays a critical role for transport: early arrival times of contaminants are
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very sensitive to the existence of channels characterized by connected high-conductivity values, and late

arrival times are influenced by the presence of barriers of connected low-conductivity values. A series

of measures have been proposed to evaluate connectivity [48] and we adopt the connectivity function as

defined by Stauffer and Aharony [49] because it is straightforward and easy to compute. This connectivity

function gives the probability that two points are connected within the same facies by a continuous path.

Thus, connectivity is a non-increasing function of Euclidean distance. In our case, in order to calculate the

connectivity function, the continuous log-conductivity fields are converted to indicator fields with values 0

and 1:

I(x) =















1, if lnK ≥ −4

0, otherwise

where the threshold of –4 splits, approximately, the log-conductivities into sand and clay (Figure 3E). We

use the program CONNEC3D [50] to calculate the probability that two points with log-conductivities larger

than –4 are connected following a continuous path with log-conductivities larger than –4.

Hydraulic conductivity and piezometric head conditioning is not enough to ensure good transport pre-

dictions [51]. We analyze the transport prediction ability of the updated conductivity fields by performing

a transport experiment—once piezometric head is at steady state—in which particles are uniformly released

over a line source at x = 17 m. The integrated breakthrough curves (BTC) at a control plane positioned at

x = 450 m are computed in the reference field and compared to the BTCs in the updated fields (see Figure

5 for the experiment setup). Average Absolute Error AAE(Tα) and Average Absolute Deviation AAD(Tα)

are computed for different percentiles of the cumulative mass distribution.

AAE(Tα) =
1

Nr

Nr
∑

r=1

| Tr,α − Tref,α |

AAD(Tα) =
1

Nr

Nr
∑

r=1

| Tr,α − T̄α |
(11)

where Tr,α is the travel time for the rth realization and the α percentile of the cumulative mass distribution

(α values of 5%, 50% or 95% are analyzed), Tref,α refers to the travel times corresponding to the reference

field, and T̄α represents mean travel time over the ensemble.
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5. Results and discussion

5.1. Standard EnKF versus NS-EnKF

In this subsection we will show that conditioning to piezometric head data by either the EnKF or the

NS-EnKF is always beneficial, since either method produces a final ensemble of realizations that better

characterizes the spatial variability of hydraulic conductivity than the initial ensemble of realizations. We

will also show that the NS-EnKF outperforms the standard EnKF for the fluvial aquifer used here both with

regard to the characterization of hydraulic conductivity, and in the capabilities of the updated hydraulic

conductivity model to predict piezometric heads at unsampled locations, and mass transport through the

aquifer.

5.1.1. Characterization of hydraulic conductivity

Regarding the characterization of hydraulic conductivities, we compare the initial (unconditional) ensem-

ble of realizations and the final ensembles once the updating (conditioning) process is completed, focusing

on: (i) the two performance measures defined earlier, AAE(lnK) and AAD(lnK), (ii) individual realizations

from the ensembles, (iii) ensemble averages, (iv) log-conductivity histograms, (v) probability maps of the

two facies, and (vi) connectivity in the horizontal direction.

Table 3 lists the values of AAE(lnK) and AAD(lnK); these values show, quantitatively, that conditioning

to piezometric heads by either the standard EnKF or the NS-EnKF improves the characterization of the

spatial distribution of hydraulic conductivities. A reduction on the AAE indicates a higher precision, while

a reduction on the AAD implies a smaller bias. These values also show that the NS-EnKF performs better

than the standard EnKF.

Figure 6 shows a randomly selected realization and the ensemble mean after conditioning to piezometric

heads for the two filtering approaches; the reference field is also shown. We notice that the continuity of the

sand channels in the NS-EnKF case is better reproduced than for the standard EnKF both for the single

realization and for the ensemble mean. In any case, it is quite remarkable how well the main patterns of

continuity on the reference field are captured by the ensemble Kalman filters.

A more pronounced difference between the final results obtained by the two filters is observed when

analyzing the log-conductivity histograms. Figure 7 displays the histogram of the initial ensemble of log-

conductivity (recall that both filters start with the same ensemble of initial realizations conditioned to the

hard log-conductivity data) and the histograms of the final ensembles. The initial ensemble pattern is

maintained by the NS-EnKF as expected, since, this is a built-in feature of the new algorithm. However, the
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standard EnKF produces a histogram that gets close to Gaussian: the two initial modes are smeared out

and the final range is increased.

Another way to look at how the evolution of the histograms impacts the characterization of the spatial

distribution of the hydraulic conductivities is to retrieve the facies distribution by using the value of −4

ln(cm/s) as a cut-off to identify the sand and clay facies. By transforming all realizations into 0’s (if lnK is

less than −4) and 1’s (if lnK is greater than −4), and then computing the ensemble average, the resulting

average maps would represent the probability that at each location the log-conductivity is larger than −4,

which, in this case, could be interpreted as that the facies is sand. Figure 8 shows the probability maps

obtained in the initial ensemble, and on the final ensembles. In the initial ensemble, the hard log-conductivity

data are enough to allow distinguish the location of the sand channels, but with still high uncertainty on their

width. In the final ensembles, all channels are better delimited, with a very small area with probabilities

away from 0 or 1 in the results of the NS-EnKF as compared with the probabilities obtained by the standard

EnKF.

In a fluvial aquifer the connectivity induced by the sand channels is quite important in terms of transport

predictions. Figure 9 shows connectivity as a function of horizontal separation, for each one of the realizations

in the initial ensemble and in the two final ensembles. Also the connectivity of the ensemble averages and of

the reference field are shown. Connectivity is computed on the indicator maps obtained above and measures

the probability that any two points, both of them with log-conductivities above −4 ln(cm/s), and which

are a certain horizontal distance apart, are connected by a continuos path of log-conductivities above −4

ln(cm/s). Looking only at the ensemble averages, we can conclude that the standard EnKF tends to produce

realizations which are, on average, less connected, for all distances, than the reference field, with the NS-

EnKF producing an average connectivity which is closer to the reference one than the standard EnKF; at

the same time, the high connectivity values observed in the initial ensemble average for short distances is

lost after conditioning to piezometric heads by any of the filters. Looking at the individual realizations, we

can notice that the spread of the curves is progressively reduced from the initial ensemble to the ensemble

obtained by the standard EnKF with the minimum spread for the ensemble obtained by the NS-EnKF. It

remains to analyze the apparent splitting of the NS-EnKF ensemble of connectivity curves into two subsets,

one set with curves about that of the reference field, and another one with curves higher than the reference.

In all the aspects analyzed, the NS-EnKF outperforms the standard EnKF with respect to the charac-

terization of the spatial variability of log-conductivities.
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5.1.2. Prediction ability of the updated model

Regarding the prediction capabilities of the updated models, we will analyze piezometric head predictions

at both conditioning piezometers and control piezometers, we will also analyze the solute predictions for the

mass transport experiment described earlier.

Figure 10 shows the hydraulic head evolution with time at two of the observation wells. Results are

shown for the initial ensemble of realizations (conditioned only on log-conductivity) and for Scenarios 1

and 2 (standard EnKF and NS-EnKF) after conditioning to 32 piezometers up to the 50th time step (22.8

days). Head uncertainty is significantly reduced after data assimilation. Conditioned piezometric heads,

up to the 50th time step, are almost perfectly reproduced in both scenarios. However, piezometric head

prediction after the 50th time step (when observation data are not used for conditioning anymore) exhibits

lower uncertainty for the NS-EnKF than for the standard EnKF. We have also checked the head evolution

at 8 control piezometers, two of which are shown in Figure 11. Like at the observation locations, piezometric

head uncertainty is reduced, after data assimilation, in both scenarios, and the NS-EnKF gives more precise

predictions than the standard EnKF.

The updated lnK fields are further evaluated by using them as input for the solute transport prediction

exercise described at the end of Section 4. The random walk particle tracking program RW3D [52, 53, 54] is

used to solve Equation (2). For the sake of simplicity, only advection is considered in the experiment. Table

3 shows the values of AAE(Tα) and AAD(Tα) for the 5th, 50th and 95th percentiles of the breakthrough

curves. We can see that, when using the NS-EnKF, both the bias and uncertainty are substantially re-

duced with respect to the corresponding values computed on the initial ensemble. The standard EnKF also

improves bias and uncertainty compared with the initial ensemble, although this improvement is less than

that of the NS-EnKF. Figure 12 summarizes the breakthrough curves for the initial ensemble of realizations

(conditioned only on log-conductivity) and for Scenarios 1 and 2 (standard EnKF and NS-EnKF) after data

assimilation. The NS-EnKF gives better transport prediction than the standard EnKF, the breakthrough

curve uncertainty, as measured by the width of the confidence interval given by the 5th and 95th percentiles,

is reduced significantly, and the median BTC is almost identical to the reference one.

In summary, with respect to prediction of flow and transport, the standard EnKF is able to predict head

evolution properly, and makes a reasonable prediction of solute transport, but cannot match the NS-EnKF,

which performs better in both cases.
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5.2. Parameter sensitivity on NS-EnKF

From the previous section we can conclude that the proposed approach, the NS-EnKF, is better than

the standard EnKF. Next, we will analyze the sensitivity of the NS-EnKF to different parameters, i.e., time

span of data assimilation, number of realizations, number of conditioning hard data and log-conductivity

variance.

5.2.1. Effect of time span of head data assimilation

In this section we will discuss the impact of the duration of the piezometric head data assimilation period

on the spatial characterization of log-conductivity. Figures 13 and 14 show the ensemble mean and standard

deviation of log-conductivity for the initial ensemble and after assimilating head data up to time steps 1, 10

and 50 (that is, 0.11, 1.45 and 22.8 days).

From the analysis of this figure, we note that just a single time step is needed to obtain an ensemble

mean that displays channels similar to those in the reference field. Then, as more observation heads are

assimilated, the ensemble mean tends to resemble better the reference; however, the ensemble mean does

not change as much between the 10th and the 50th time steps as it did between the 1st and the 10th.

The length of the assimilation period has a larger impact in the ensemble standard deviation maps.

These maps show how the uncertainty on log-conductivity becomes smaller as the time span of head data

assimilation increases. As mentioned above, the ensemble mean maps change little between steps 10 and 50,

but the standard deviation maps do change substantially, with an overall reduction of its values everywhere

and with the highlight of the most likely locations for the channel borders given by the highest standard

deviation values. In these maps, we can also observe that the standard deviation is zero at log-conductivity

conditioning data locations, implying that lnK are honored in all realizations.

We conclude that, for the specific flow setup discussed in this paper, a short span of piezometric head data

is enough to obtain an ensemble mean capturing the main patterns of variability of log-conductivity, both in

terms of facies delineation and of within-facies log-conductivity spatial variability; however, the ensemble of

final realizations gets more precise when a longer time span is used for conditioning, resulting in an ensemble

standard deviation map that could be used to draw the borders of the sand/clay interface.

5.2.2. Effect of size of the ensemble

All results shown until now were for an ensemble of 1000 realizations. To evaluate the impact of ensemble

size, we performed an analysis with an ensemble of 200 realizations, referred to as Scenario 3 in Table 1.

The ensemble log-conductivity mean, together with a few realizations before and after assimilating the
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piezometric head data for the first 50 time steps are displayed in Figure 15. For this number of realizations,

and for our example, which has a relatively high log-conductivity variance, the problem of filter inbreeding

[26] is apparent. The final updated realizations are almost identical to each other, and virtually equal to the

ensemble mean after data assimilation. The average absolute deviation AAD(lnK) is only 0.02 (see Table

4, Scenario 3), which represents an unreasonable reduction of uncertainty. A series of algorithms have been

proposed to cope with the problem of filter degeneration caused by a small ensemble size [55, 56, 26, 57].

We have not investigated how these algorithms would perform in conjunction with the NS-EnKF, and we

conclude that the ensemble size has to be carefully chosen, particularly for high-variance log-conductivity

fields.

5.2.3. Effect of number of hard conditioning data

Maintaining an ensemble size of 1000 realizations, we reduce the number of lnK conductivity conditioning

hard data. It could be argued that the good results observed in the previous sections were due to the large

number of conditioning data. This large number yields an initial ensemble average that already captures the

main patterns of the reference lnK variability. For this reason we have reduced the number of conditioning

data to 20 regularly-spaced samples taken from the reference field (Scenario 4, see Table 1). Then, we have

generated a new set of initial lnK realizations by direct sampling using the same training image of Figure

2. The ensemble average of this new set of initial realizations can be seen in Figure 16. This mean map

displays hardly any information about the channels of the reference, even though all 1000 realizations share

the same 20 conditioning data.

It is remarkable to see how, assimilating the piezometric head data, the resulting ensemble mean map

displays the most important features in the reference, although the channels are not as connected as in the

reference. However, the relative improvement of this updated ensemble mean with respect to the initial one

is very important. We attribute this behavior to the coupling of the EnKF and the normal-score transforms

applied to all members of the state vector as described earlier.

Individual realizations, such as number 550th, resemble the main channel patterns of the reference;

however, they are noisier than similar realizations generated with a larger number of lnK conditioning

data, and, somehow, the channel connectivity is obscured. The metrics obtained for the flow and transport

exercises are given in Table 4 (Scenario 4). We can see that all of them decrease their values with respect

to the values computed in the initial ensemble, and that the final values, although larger, are comparable to

those obtained when conditioning to 80 lnK data (Scenario 2 in Table 3).

We conclude that, overall, reducing the number of hard conditioning data is not an obstacle for log-

17



conductivity characterization by the NS-EnKF.

5.2.4. Effect of lnK variance

Our final analysis focuses on the impact of a very high variance of lnK on the performance of the NS-EnKF

(Scenario 5, see Table 1). To keep the rest of the parameters as similar as possible to those used in Scenario 2,

we have simply scaled the reference realization, as well as the 1000 initial realizations for Scenario 2, so that

both reference and initial realizations have a variance of 9.92, while keeping the same mean and the same

spatial patterns. Then, we have run the same flow exercise in the new reference field, and we have sampled

the same piezometers for their usage as conditioning data by the NS-EnKF. Figure 17 shows the reference

field with its histogram, initial realization number 550, the initial ensemble mean, the updated realization

number 550 after assimilating the piezometric head data up to time step 50, and the updated ensemble lnK

mean. We can see that even for this very large variance, the NS-EnKF is able to generate realizations which

display the bimodal characteristic of the reference realization with, approximately, the same distribution of

channels. We attribute the good behavior of the method to the normal-score transformation and to the large

conductivity contrast that there is between sand and clay. The measures quantifying bias and uncertainty

of log-conductivity characterization and flow and transport predictions are shown in Table 4 (Scenario 5).

We can see that the biases and uncertainties are significantly reduced; however, we notice that the final bias

and uncertainty values for the travel times after the NS-EnKF are still very high, which can be attributed

to the extreme range of log-conductivities. This large range of variability induces zones of very low K and

of very high K in all realizations; a small deviation of the proportions of the very low (or very high) log-

conductivities with respect to the reference field can produce a large deviation on the travel times. The

improvement of transport prediction is also well noticed when analyzing the BTCs (see figure 18).

We conclude that the NS-EnKF can handle high variance cases, particularly for bimodal cases with

contrasting facies.

5.3. Discussion

We have demonstrated that the proposed NS-EnKF works on the fluvial aquifer used as a reference in

this synthetic exercise. We have also shown that the method is quite robust for scenarios under conditions

less favorable than the ones of the reference scenario (Scenario 2). The starting point is the less amenable

for a Kalman filter: the state transition equation is a complex ear function, and both log-conductivities

and piezometric heads can be statistically characterized by a multivariate distribution which is far from the
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multiGaussian one. Kalman filter performance is the best for linear state transition equations and for multi-

Gaussian random functions. We have chosen to transform both parameters and state variables (all collected

in a joint state vector) into new ones which follow Gaussian marginal distributions. This transformation does

not imply that the bivariate, trivariate and higher-order distributions of the transformed random function

are multiGaussian. We have also chosen the ensemble Kalman filter to condition to piezometric head data,

because, out of the different Kalman filters, it is the most robust against earities of the state transition

function.

The main conclusion that we derive from this work is that, in a similar way to the EnKF is robust

to earities; the marginal transformation into Gaussian deviates of conductivities and piezometric heads is

robust to non-multiGaussianity. It could be argued that the results are so good because the number of hard

conditioning data is large. There are two replies to this argument: (i) the number of hard conditioning data

is the same for the standard EnKF as for the NS-EnKF in the examples, yet NS-EnKF always performs

better, and (ii) one of the scenarios analyzed reducing substantially the number of conditioning data yields

similar results. In addition, we have also performed an analysis with no hard data, which is included in a

paper currently under review [58], and the results are remarkably good; not as good as we present here, but

good enough to warrant that the benefits of the NS-EnKF are worth considering.

6. Conclusions

The EnKF has gained popularity in diverse disciplines because of its computational efficiency, flexibility

and capacity for uncertainty assessment. However, although the EnKF is relatively robust for nonlinear

model dynamics, it performs not optimally for non-multiGaussian parameter distributions. In this work, a

new approach (NS-EnKF) is proposed that always works on state variables with marginal Gaussian distri-

butions. Gaussianity is achieved by applying a normal-score transform to all variables, prior to performing

the updating step in Kalman filtering. We recognize that the normal-score transform of the state variables

renders them just univariate Gaussian, and that the multivariate distribution may remain far from the op-

timal multiGaussian distribution; yet, the new state variables are closer to multiGaussian than prior to the

transformation, and, the histograms of the state variables (conductivity and piezometric head in our case) are

preserved throughout the entire process. We have demonstrated how to implement the NS-EnKF to generate

log-conductivity realizations which are conditional to log-conductivity data and also to transient piezomet-

ric head data. The method not only is able to honor the conditioning data, but it preserves the bimodal

characteristics of the underlying reference field, performs well in the context of hydraulic head predictions

19



outside the conditioning period, and also in the context of mass transport prediction. We have also analyzed

the impact in the performance of the NS-EnKF of the following parameters: the length of the piezometric

head sampling period, the number of conditioning log-conductivity data, the number of realizations in the

ensemble and the variance of log-conductivity.

The following conclusions can be drawn from the simulation experiments:

• The proposed method, the NS-EnKF, gives better results than the standard EnKF in terms of re-

producing the bimodal lnK histogram, the connectivity of the lnK fields and in terms of predicting

hydraulic heads and conservative transport. Both methods are capable of generating lnK realizations

which honor the conditioning data, namely log-conductivity and transient head data. On the contrary,

the standard EnKF cannot preserve the bimodal histogram of lnK, underestimates connectivity and

gives less precise and less accurate transport predictions than the NS-EnKF for the transport exercise

discussed.

• The hydraulic head measurements during the early stage of the assimilation process by the NS-EnKF

are enough to capture the main patterns of variability of lnK; however, by extending the assimilation

time span, the uncertainty on lnK is largely decreased, and the ensemble standard deviation map

serves to delineate the interfaces between sand and clay.

• In this experiment good results were obtained with 1000 realizations, but results deteriorate for 200

realizations. Careful choice of the ensemble size is important in the application of the NS-EnKF.

• A large number of log-conductivity conditioning data helps in delineating the spatial variability patterns

before the hydraulic head is assimilated by the NS-EnKF; however, we found that even when the

number of hard data is smaller, piezometric head observations are enough to capture the complex

patterns exhibited in this particular example.

• The NS-EnKF also performs well in strongly heterogeneous formations with lnK variance close to 10.

The univariate Gaussian distribution is considered in the present method and bivariate or even multi-

variate Gaussian distribution will be investigated in the future.
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Appendix A: Normal-score transform

Normal-score transform is a tool relating any distribution function F (x) to a standard Gaussian function

G(y) [59]. It is described in Figure 19, where the processes of normal-score transforming variable x onto

a Gaussian deviate y, and its inverse, are depicted. In other words, the two random variables x and y are

linked through their cumulative probability distributions:

F (x) = G(y)

y = G−1[F (x)]

x = F−1[G(y)]

(A-1)

where y follows a standard normal distribution with zero mean and unit variance and is the normal-score

transform of x. More detailed information can be found in Goovaerts [59] and Deutsch and Journel [43].

For each one of the components of the state vector (hydraulic heads or hydraulic log-conductivities), the

ensemble values are used to estimate a non-parametric cumulative distribution function F (x). Estimation

of F (x) amounts to sort all values for a given state vector component, and assign to each value a cumulative

probability equal to i/(Nr + 1), where i is the ordinal position after sorting, and Nr is the number of

realizations in the ensemble. These distribution functions, which have to be computed for each location and

each time step, are used to normal-score transform the components of the state vector, then the NS-EnKF

is performed, and then a back transform is done to retrieve the state vector in its original space to feed it to

the transfer function and perform the next forecast step.

In the back transform process, since F (x) is non-parametrically defined, there is a need to establish

rules of interpolation to retrieve the state vector value x given a cumulative probability F (x), which, most

likely, will not correspond to any of the cumulative probabilities estimated from the values of the ensemble.

Besides, since the Gaussian deviates could result in cumulative probabilities that are outside of the range

of cumulative probabilities estimated from the ensemble, there is a need to explicitly state the absolute

minimum and maximum of each state vector component, and the corresponding interpolation rules for the

upper and lower tails of the cumulative distribution function. Different interpolation schemes are possible

and the reader is referred to Deutsch and Journel [43] for the details.
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Considering the way the cumulative distribution function F (x) is estimated, the backtransform F−1 ·G(y)

always exists; however, the normal-score transformG−1 ·F (x) is undefined at conditioning locations for which

all ensemble values are identical, and thus, F (x) is a step function. At those locations, we have chosen to

assign a normal score by taking the average of the normal scores of the state variables in the neighboring

cells.

[1] Yeh, W.W.. Review of parameter identification procedures in groundwater hydrology: The inverse

problem. Water Resour Res 1986;22(2):95–108.

[2] McLaughlin, D., Townley, L.R.. A reassessment of the groundwater inverse problem. Water Resour

Res 1996;32(5):1131–1161.

[3] De Marsily, G., Delhomme, J.P., Coudrain-Ribstein, A., Lavenue, A.M.. Four decades of inverse

problems in hydrogeology. Theory, modeling, and field investigation in hydrogeology: a special volume

in honor of Shlomo P Neumans 60th birthday 2000;348:1–17.

[4] Carrera, J., Alcolea, A., Medina, A., Hidalgo, J., Slooten, L.J.. Inverse problem in hydrogeology.

Hydrogeol J 2005;13(1):206–222. doi:10.1007/s10040-004-0404-7.

[5] Hendricks Franssen, H.J., Alcolea, A., Riva, M., Bakr, M., van der Wiel, N., Stauffer, F., et al.

A comparison of seven methods for the inverse modelling of groundwater flow. Application to the

characterisation of well catchments. Adv Water Resour 2009;32(6):851–872.

[6] Oliver, D., Chen, Y.. Recent progress on reservoir history matching: a review. Computat Geosci

2010;doi: 10.1007/s10596-010-9194-2.
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Table 1: Scenario definition. Parameters that change from one scenario to another.

Scenario Hard lnK data lnK Variance No. realizations EnKF NS-EnKF
1 80 1.72 1000 ×
2 80 1.72 1000 ×
3 80 1.72 200 ×
4 20 1.72 1000 ×
5 80 9.92 1000 ×

Table 2: Parameters defining the multiGaussian random function used to generate the log-conductivity within each of the two
facies.

Facies Variogram type Mean (ln(cm/s)) Standard deviation (ln(cm/s)) λ∗

x (m) λ∗

y (m)

clay (background) exponential -5.5 0.5 50 50
sand (channel) exponential -3.0 0.5 100 50
∗ ranges in the x and y directions

Table 3: Comparison of the initial ensemble (only conditioned to conductivity data), standard EnKF and NS-EnKF (Scenarios
1 and 2 in Table 1, which are conditioned to both conductivity and piezometric head data).

Metrics Initial ensemble Scenario 1 Scenario 2
AAE(lnK) 0.78 0.65 0.64
AAD(lnK) 0.75 0.52 0.40
AAE(h) 0.48 0.12 0.13
AAE(T5%) 11.49 10.76 7.80
AAE(T50%) 60.26 42.79 27.91
AAE(T95%) 332.29 164.16 94.41
AAD(T5%) 9.50 10.63 3.91
AAD(T50%) 60.01 34.80 27.90
AAD(T95%) 220.37 134.39 79.39
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Table 4: Performance measures for Scenarios 3, 4 and 5.

Metrics Initial ensemble Scenario 3 Initial ensemble Scenario 4 Initial ensemble Scenario 5
AAE(lnK) 0.78 0.85 1.05 0.77 1.87 1.57
AAD(lnK) 0.76 0.02 1.00 0.53 1.81 1.00
AAE(h) 0.52 0.52 1.34 0.14 0.77 0.43
AAE(T5%) - - 12.01 8.54 9.59 10.77
AAE(T50%) - - 79.66 91.09 1986.06 1345.58
AAE(T95%) - - 176.32 71.45 19313.82 4664.59
AAD(T5%) - - 12.10 7.70 9.51 3.68
AAD(T50%) - - 70.44 32.67 1668.17 831.16
AAD(T95%) - - 158.70 71.20 13698.18 3134.55
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Figure 1: Flow chart of the NS-EnKF.
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Figure 3: (A) Reference facies field; (B) reference log-conductivity field (ln(cm/s)); (C) hydraulic conductivity measurements
used for conditioning; (D) flow boundary conditions and location of piezometers (open circles for observation, solid circles for
prediction); (E) histogram of reference log-conductivity.
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Figure 5: Configuration of the transport prediction experiment showing the line source where particles are injected and the
control plane where breakthrough curves are measured (a few particle paths are shown for illustration).
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Figure 6: The reference field together with a randomly selected realization (550th) of lnK and the ensemble mean of lnK for
Scenarios 1 and 2 (standard EnKF and NS-EnKF) after 50 times steps of piezometric head data assimilation.
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Figure 7: Log-conductivity histograms for the initial ensemble of realizations and for Scenarios 1 and 2 (standard EnKF and
NS-EnKF) after data assimilation.
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Figure 8: Probability that log-conductivity is larger than –4 ln(cm/s) for the initial ensemble of realizations, and for the
ensembles corresponding to Scenarios 1 and 2 (standard EnKF and NS-EnKF) after 50 times steps of piezometric head data
assimilation.
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Figure 9: Connectivity, as a function of the separation distance, measuring the probability that two points aligned in the x

direction are connected by a continuous path of log-conductivities larger than –4 ln(cm/s). Gray curves correspond to individual
realizations, their mean is given by the triangles (red) and the squares (black) correspond to the reference. Results are shown for
the initial ensemble of realizations (conditioned on log-conductivity) and for Scenarios 1 and 2 (standard EnKF and NS-EnKF)
after data assimilation.
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Figure 10: Piezometric head evolution at two of the thirty-two conditioning piezometers. Results are shown for the initial
ensemble of realizations (conditioned only on log-conductivity) and for Scenarios 1 and 2 (standard EnKF and NS-EnKF,
conditioned to transient piezometric heads up to 22.8 days). The vertical dashed lines indicate the conditioning period. Squares
represent the piezometric head in the reference field.
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Figure 11: Piezometric head evolution at two of the eight validation piezometers. Results are shown for the initial ensemble
of realizations (conditioned only on log-conductivity) and for Scenarios 1 and 2 (standard EnKF and NS-EnKF) after data
assimilation. Squares represent the piezometric head in the reference field.
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Figure 12: Summary of the breakthrough curves. The 5th percentile, the median, and the 95th percentile of the travel times
are computed as a function of normalized concentration. Dashed lines correspond to the 5th and 95th percentiles, the solid line
corresponds to the median, and the dotted line is the breakthrough curve in the reference. Results are shown for the initial
ensemble of realizations (conditioned only on log-conductivity) and for Scenarios 1 and 2 (standard EnKF and NS-EnKF) after
data assimilation.
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Figure 13: Evolution of log-conductivity ensemble mean as data are assimilated for time steps 1, 10 and 50 (Scenario 2).
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Figure 14: Evolution of log-conductivity ensemble standard deviation as data are assimilated for time steps 1, 10 and 50
(Scenario 2).
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Figure 15: The first three realizations and the ensemble mean before (left column) and after (right column) 50 times steps of
piezometric head data assimilation using the NS-EnKF with an ensemble size of 200 realizations (Scenario 3). Notice how filter
inbreeding effects the final results making all the realizations virtually the same.
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Figure 16: A randomly selected realization (550th) and the ensemble mean before and after 50 time steps of piezometric head
data assimilation using the NS-EnKF for the scenario where only 20 log-conductivity conditioning data are used (Scenario 4).
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Figure 17: New reference log-conductivity field with larger variance (9.92 ln(cm/s)2) and corresponding histogram, together
with a realization (550th) and the ensemble mean before and after 50 times steps of piezometric head data assimilation using
the NS-EnKF (Scenario 5).
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Figure 18: Summary of the breakthrough curves for Scenario 5. The 5th percentile, the median, and the 95th percentile of the
travel times are computed as a function of normalized concentration. Results are shown for the initial ensemble of realizations
(conditioned only on log-conductivity) and for the realizations after data assimilation.
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Figure 19: Sketch of normal-score transformation.
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