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Departamento de Ingenierı́a Hidráulica y Medio Ambiente, Technical University of Valencia, 46071 Valencia, Spain

Accepted 2 March 2005

Available online 25 May 2005
Abstract

Stochastic simulations of solute transport in heterogeneous log10K random fields were conducted at two different support

scales to assess solute transport upscaling methods in the context of nuclear waste disposal. A very fine grid-scale is used to obtain a

reference solution of the real problem, which is based on data from the Sellafield site. A coarse-scale model is obtained by upscaling

the heterogeneous grid-blocks onto equivalent homogeneous hydraulic conductivity tensors calculated using the Simple Laplacian

Technique. Random fields were designed with different degrees of heterogeneity such that the standard deviation of log10K ranged

between 0 and 1. It is shown that the early arrival time of particles at a control location, reflected in the lower limit of the 95%

confidence interval of the mass flux cumulative density function stochastic process, associated with the upscaled model is strikingly

similar to the one associated with the real solution for all heterogeneities. This is encouraging for the application of upscaled

stochastic models to the design of nuclear waste repositories where the design of a nuclear waste disposal facility relies on the

estimation of the early travel time of radionuclides arriving at a control location. On the contrary, the late arrival time of particles at

the control location is largely underestimated by the upscaled model.

r 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Deep geological repositories are considered as the
most feasible and safe solution for the management
of radioactive waste. For this reason, the deep disposal
of high activity and long live radioactive waste in
granite, salt, and clay formations is currently under
continuous investigation in many countries of the
European Union. In close co-operation on a European
level, the EC-funded project BENCHPAR was con-
ceived to study the thermohydromechanical processes
occurring in underground radioactive waste reposi-
tories. In particular, the BENCHPAR project addressed
the problem of upscaling of the thermohydromechanical
e front matter r 2005 Elsevier Ltd. All rights reserved.
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parameters proposing several performance assessment
exercises in the context of nuclear waste disposal.
The need for upscaling methodologies stems from both

the impossibility of modeling physical processes at the
scale of measurements and the large spatial variability in
dominant parameters [1]. That is, the scales at which
measurements are taken are frequently orders of magni-
tude smaller than the scale at which potential fields for
underground waste repositories are discretized for the
numerical solution of the conceptual problem. At the same
time, parameters such as hydraulic conductivity have been
observed in the field to inherit considerable spatial
variability. For these two reasons: disparity between
measurement scales and computational scales, and spatial
heterogeneity, it is necessary to develop upscaling
methodologies that permit transforming the information
collected at the fine measurement scale into a coarser
computational scale well-suited for modeling purposes.

www.elsevier.com/locate/ijrmms
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This paper presents the work conducted by the
Hydrogeology Group at the Technical University of
Valencia in which up to date upscaling methodologies
were evaluated in the context of the BENCHPAR
project [2]. The final objective of the proposed exercise is
to compare the actual fate and transport of a fictitious
radioactive waste leakage from an underground reposi-
tory with one simulated at a coarse numerical grid-scale
obtained after upscaling. A fine-scale model simulates
the real system and is used as a reference solution with
which numerical upscaling methodologies will be tested.
The exercise simulates a common engineering problem
frequently encountered during the design of a deep
geological underground repository for the disposal of
radioactive wastes. The estimation of radionuclide early
arrival time at a control location can make the
difference between the acceptance or rejection of a
given site. The conceptual problem is parameterised
using field data from the Sellafield site UK, but the
geometry considered is entirely generic and not specific
to any location.
Because thermomechanical processes are only signifi-

cant at the near field of underground repositories, the
large-scale behavior of radioactive waste is mainly
controlled by the hydraulic parameters. Among them,
because of its large spatial variability, it is widely
recognized in the literature that hydraulic conductivity is
the dominant parameter controlling the fate and
transport of solute transport at large scales [3–5]. Thus,
in this work, upscaling methodologies only considered
hydraulic conductivity.
It is noted that upscaling implies a simplification in

which not all the information on the spatial variability
of the parameters can be transferred into the coarser
scale. As a consequence, upscaling rules are parameter-
specific and goal-oriented techniques. During the
upscaling process, it should be decided what is the
information that must be transferred between scales. In
this respect, the upscaled numerical model for the design
of an underground radioactive repositorie should be
able to reproduce the early arrival time of radionuclides
at a control location. This is the approach selected in
this work, which is conceptually different from other
methodologies that focus on the mean arrival time of
solute particles [6–9].
The upscaling exercise is based on stochastic simula-

tions that contemplate different equiprobable realiza-
tions of a site based on data from the Sellafield site.
Parameter values are only sparsely known, thus the
multiple realizations are plausible representations of
how the site may look like. Each realization is
constrained locally by the data values, and globally
by the overall statistics imposed on each realization,
i.e., mean, variance, or correlation function.
Each realization is generated at the smallest scale, in a

real case, this scale should correspond to that at which
the data had been taken, and it is then subjected to an
upscaling process. Groundwater flow and mass trans-
port were modeled in both the fine-scale model and in
the upscaled model. Then, both solutions are contrasted
in order to establish the upscaling rules that provide an
upscaled model that captures those aspects of the fine-
scale simulation relevant to the problem at hand.
The organization of the paper is as follows: Section 2

describes the properties and geometry of the conceptual
model at the fine-scale; Section 3 explains the generation
of the hydraulic conductivity random fields at the fine-
scale. Sections 4 and 5 describe the flow and transport
problems. Section 6 defines the selected upscaling
methodology for the hydraulic conductivity. Section 7
presents the simulation results. Finally, Section 8
summarizes the main results and conclusions.
2. Conceptual model: based on the Sellafield data

The conceptual model at the fine-scale is a two-
dimensional vertical cross-sectional model. Its geometry
and main characteristics are depicted in Fig. 1. The size
of the domain is 5000m in the x-direction and 1000m in
the y-direction. Groundwater flow is driven by topo-
graphy from the recharge area to the sea. The model
comprises four geological formations with different
hydraulic properties. Two horizontal geological forma-
tions 500m thick and one major vertical fracture 5m
wide are distinguished. Hydraulic properties of the
portion of the fracture associated with the first and
second formations are different. An underground radio-
active repository 100m-wide and 10m-high was situated
20m below the top of the lowest formation. The
hydraulic conductivity tensor at the fine-scale is assumed
to be isotropic.
The hydraulic properties are assumed such that the

base 10 logarithm of hydraulic conductivity for each
geological formation follows a multi-Gaussian distribu-
tion. Table 1 presents the mean and standard deviation
of the log10K for each geological formation.
The conceptual model was discretized in square cells

of 5m � 5m, providing a total of 1000 � 200 grid-
cells. Each cell is assigned a hydraulic conductivity value
generated stochastically as detailed in Section 3. Each
realization generated at the fine-scale model will be used
as a reference to test upscaling methodologies.
3. Generation of hydraulic conductivity random fields

Hydraulic properties presented in Table 1 were
modified for the following two reasons: (i) to emphasize
the impact of the vertical fracture in the model by
increasing its conductivity, therefore accentuating the
difference in hydraulic conductivity between the fracture
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Fig. 1. Schematic of the conceptual model of the Sellafield site.

Table 1

Hydrogeological properties of the conceptual site

Formation type Mean of log10K Standard deviation

of log10K

Formation 1 �10.246 0.48

Formation 2 �6.07 0.604

Fracture in formation 1 �10.343 0.865

Fracture in formation 2 �5.57 0.604

Table 2

Statistical properties of the formations used in simulations

Formation type Mean of

log10K

Standard deviation of

log10K

Formation 1 �10.246 0.0, 0.2, 0.4, 0.6, 0.8, 1.0

Formation 2 �6.07 0.0, 0.2, 0.4, 0.6, 0.8, 1.0

Fracture in formation 1 �6.343 0.0, 0.2, 0.4, 0.6, 0.8, 1.0

Fracture in formation 2 �3.57 0.0, 0.2, 0.4, 0.6, 0.8, 1.0
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and the adjacent geological formation; and (ii) to
analyze how sensitive are the simulation results for
various levels of heterogeneity. To achieve this, the
mean log10K for the fracture in formation 1 was
increased from �10.343 to �6.343, and the mean log10K

for the fracture in formation 2 was increased from �5.57
to �3.57. Six different standard deviations of log10K

ranging from 0 to 1 were considered in generating
random hydraulic conductivity fields (0.0, 0.2, 0.4, 0.6,
0.8, and 1.0). These parameters are presented in Table 2.
Because the conceptual model consists of four

different geological formations, each realization at the
fine-scale was obtained by assembling four different
non-conditional multi-Gaussian random fields each
with the mean and variance of the corresponding
formation. The generation was performed using the
sequential simulation code, GCOSIM3D [10]. Exponen-
tial variograms with a nugget equal to 10% of the
variance, and a sill equal to the variance were used to
generate the random fields. The principal axes of
anisotropy were aligned with the Cartesian axes. The
patterns of heterogeneity imposed to the realizations
were based on scattered information from short interval
pumping tests that suggested a correlation of few tens
of meters and discussion with experts familiar with
the data. Although it appears that most of the fracturing
is subvertical showing a strong anisotropy of about
1/5, the anisotropy ratio used during simulations
was reduced to 1/2 after testing larger anisotropy
ratios, which resulted in unrealistic flow and transport
behavior of the model. The range in the x-direction was
equal to 10m and the range in the y-direction was equal
to 20m.
Stochastic simulations involved 100 realizations of
hydraulic conductivity fields for each log10K standard
deviation considered. In total, six groups of 100
realizations each with properties provided in Table 2
were generated. These log10K random fields were used
as input in the groundwater code to solve for piezo-
metric heads and interface flow rates, and then for mass
transport modeling by particle tracking.
4. Description of the groundwater flow problem

Under steady-state flow conditions, the partial
differential equation of groundwater flow is written as
[11]

X3
i¼1

X3
j¼1

q
qxi

Kijðx
*
Þ
qhð~xÞ

qxj

� �
þ W ð~xÞ ¼ 0, (1)

where h is the piezometric head, Kij is the hydraulic
conductivity tensor, and W is the source/sink term. A 7-
point finite difference groundwater flow code, MOD-
FLOW [12], was used to solve the flow Eq. (1). The
generated hydraulic conductivity random fields were
used as input parameters. Recharge was included
through the source/sink term. Boundary conditions
were no-flux at the bottom and at both sides of the
model. To simulate that groundwater flow is driven by
topography from the recharge area to the sea, piezo-
metric heads were set equal to 150m in grid-cells
situated in the recharge area at the top of the model,
while piezometric heads in grid-cells located where the
sea were set equal to 100m. Prescribed piezometric
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Fig. 2. Stack of the ensemble of 100 piezometric head random fields obtained solving the flow problem for 100 different realizations of the fine-scale

hydraulic conductivity random field with standard deviation of log10K equal to 1.0.
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heads for the portion of the top of the model between
the recharge area and the sea, varied linearly from 150m
(x ¼ 3000m) to 100m (x ¼ 4000m). The flow problem
was solved at steady state with the mentioned boundary
conditions. Fig. 2 shows the ensemble of piezometric
head random fields obtained solving the flow problem
for 100 different realizations of the hydraulic conduc-
tivity random field with standard deviation of log10K

equal to 1.0.
5. Description of the solute transport problem

Under steady-state flow conditions, non-reactive
solute transport through heterogeneous porous media
is governed by the following differential equation
[11,13]:

f
qCð~x; tÞ

qt
¼ �

X3
i¼1

qið~xÞ
qCð~x; tÞ

qxi

þ
X3
i¼1

X3
j¼1

q
qxi

fDijðx
*
Þ
qCðx

*
; tÞ

qxj

 !
, ð2Þ

where C is the dissolved concentration of solute in the
groundwater, f is the porosity, Dij is the dispersion
tensor, and qi is the ith-component of Darcy’s velocity
defined as

qið~xÞ ¼ �
X2
j¼1

Kijð~xÞ
qhð~xÞ

qxj

. (3)

In this paper, solute transport was simulated by pure
advection (i.e., Dij was neglected), in which solute mass,
assumed to be inert, is carried by the groundwater flow.
It is assumed that the dispersion of solute in the system
is mainly due to the heterogeneity of the hydraulic
conductivity field. This is a reasonable approximation in
most field situations where the advective transport term
is much larger than the dispersive term and for those
engineering problems in which the interest lies on the
large-scale behavior is the parameter. The selected
transport solver was a particle tracking code similar to
the one by Ref. [14]. The solute mass is partitioned into
particles, each particle representing a portion of the total
mass. The motion of a non-reactive solute mass particle
in a velocity field is governed by the following
kinematical integral equations:

X p;iðt þ DtÞ ¼ X p;iðtÞ þ

Z tþDt

t

V iðX p;1ðtÞ;X p;2ðtÞÞdt,

(4)

where Xp,i(t) is the ith-component of the particle location
vector at time t, Vi is the ith-component of the velocity
vector at the particle position, and Dt is the elapsed
time from the release of the solute. The solution of
Eq. (4) requires knowing the velocity field at every
point in the system. Because the groundwater flow
model, MODFLOW, only provides interface velocities,
an interpolation scheme must be selected to obtain
a velocity field. A linear interpolation scheme was
selected such that the ith-component of the velocity of a
particle moving within a numerical grid-cell was
calculated as a linear interpolation between the two
face velocities of the grid-cell in the i-direction. This
scheme ensures preservation of mass. The integral in the
right hand side of Eq. (4) was solved using Euler’s
method. A constant displacement scheme [14] was used
to move the particles in the domain by which the
particles were ensured to take at least 20 displacements
steps within a grid-cell. One hundred particles were
uniformly distributed along the floor of the repository
simulating a uniform radioactive spill. The model
describes in detail the movements of the particles
generating the following information: velocity vector
at the particle position as a function of travel time,
travel time of particles crossing the control location



ARTICLE IN PRESS
E.F. Cassiraga et al. / International Journal of Rock Mechanics & Mining Sciences 42 (2005) 756–764760
(in this case determined by the sea bed), particle paths,
number of displacements and travel distance for each
particle, and others. The probability density function of
mass flux passing through the control location is the
mass flux breakthrough curve obtained at the control
location [9]. Fig. 3 illustrates the histogram of the
ensemble of particle travel times obtained at the control
location (the sea bed) for different standard deviations
of the log10K.
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Fig. 3. Histogram of the ensemble of particle travel times obtained at the

log10K (0.0, 0.2, 0.4, 0.6, 0.8, 1.0).
6. Upscaling methodology

Each realization of the hydraulic conductivity field for
the Sellafield site was upscaled to a coarser grid-block
discretization. An upscaling procedure was applied over
square regions of the fine-scale model, which yielded a
total of 100 by 20 square grid-blocks of 50m side (each
upscaled block contains 10 by 10 fine-scale grid cells).
The upscaling methodology used in this paper is known
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in the literature as the Simple Laplacian Technique
[1,15–17].
The region being upscaled is isolated from the rest of

the system. The principal components of the block
conductivity tensor are assumed parallel to the block
sides (the x and y-direction in this case), and each
principal component is computed by numerically solving
the flow problem with prescribed heads at the faces of
the block transverse to the principal direction and
impermeable otherwise. In two dimensions, this amounts
to solving the flow problem twice for each grid-block.
The expression used to calculate the upscaled grid-

block hydraulic conductivity tensor can be written as [1]

KVf g ¼
Kxx 0

0 Kyy

" #
¼

QxJx=Ax 0

0 QyJy=Ay

" #
, (5)

where Qi is the total flow flux across the cross-sectional
area Ai transverse to the mean flow direction, the
subscript i denotes the direction of the mean flow, and Ji

is the mean hydraulic gradient for the i-direction.
After upscaling the fine-scale hydraulic conductivity

random field, new log10K random fields were obtained
at a coarser scale. These upscaled log10K random fields
were also used as input for solving the flow and
transport problems in Eqs. (1) and (4), and ultimately
gave the upscaled model solution. Fig. 4 shows the
ensemble of piezometric head random fields obtained by
solving the flow problem for 100 different realizations of
the upscaled hydraulic conductivity random field with
standard deviation of log10K equal to 1.0.
7. Simulation results

Simulation results are presented in Fig. 5, where the
mass flux cumulative distribution function (cdf) ob-
tained using the upscaled model are contrasted with
those associated with the real system obtained using the
fine-scale model. The slope of the mass flux cdf
Fig. 4. Stack of the ensemble of 100 piezometric head random fields obtain

upscaled hydraulic conductivity random field with standard deviation of log
determined at the travel time at which 50% of the
injected mass passed the control plane quantifies
‘‘macrodispersion’’, which solely originated by hetero-
geneity in log10K in this case. The smaller the angle of
the slope, the more solute dispersion occurs in the
system due to heterogeneity in log10K. Fig. 5 illustrates
that macrodispersion is directly related to the degree of
heterogeneity measured by the standard deviation of
log10K. As expected, macrodispersion increases with
heterogeneity such that the slope of the mass flux cdf for
the real system decreases with the standard deviation of
log10K. This is in agreement with field observations [18]
and with stochastic theories on solute transport [3,5].
However, this effect of increasing macrodispersion

with heterogeneity is less significant for the upscaled
model in comparison with the real system. In the
upscaling process, important fine-scale information is
suppressed; the spatial variability of hydraulic conduc-
tivity in a grid-block is replaced by an equivalent
homogeneous medium, therefore, losing crucial infor-
mation on the preferential paths that a solute particle
may favor within the grid-block. As a consequence,
upscaled simulations exhibited mass flux cdfs steeper
than those attributed to the real system (fine-scale
simulations). In addition, the 50% travel time of
particles t50, defined as the travel time at which 50%
of the mass has passed through the control plane, for the
upscaled model are smaller than those attributed to the
real system at the fine-scale. It is noted that uncertainty
associated with the mass flux cdfs at the control plane
increases with the degree of heterogeneity. This is
manifested in Fig. 5 noting that the difference in travel
time between the upper limit of the 95% confidence
interval of the mass flux cdf stochastic process and the
lower limit of the 95% confidence interval of the mass
flux cdf stochastic process increases with the standard
deviation of the log10K.
The design of a nuclear waste disposal facility is

mainly based on an estimate of the early arrival time of
radionuclides at a control location defined for the
100 m

150 m

ed after solving the flow problem for 100 different realizations of the

10K equal to 1.0.
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Fig. 5. Ensemble of the cumulative distribution of particle travel times obtained at the control location (the sea bed) for different standard deviations

of the log10K (0.0, 0.2, 0.4, 0.6, 0.8, 1.0).
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protection of the public health or the preservation of the
environmental quality. In this context, it should be
noted in Fig. 5 that early particle arrival times obtained
from both the upscaled model and the real system are
remarkably similar. That is, the lower limit of the 95%
confidence interval of the mass flux cdf stochastic
process for the upscaled model is very similar to the
one attributed to the real system (fine-scale). On the
contrary, the upper limit of the 95% confidence interval
of the mass flux cdf stochastic process for the real system
is larger than the one associated with the upscaled
model, such that the discrepancy between the fine-scale
model and the upscaled model increases with hetero-
geneity. In practice, these results indicate that stochastic
simulations of solute transport at this generic site
conducted at the coarse-scale will provide reasonably
good estimates of the true early particle arrival times but
will largely underestimate the potential late travel time
of a particle.
It is also noted from Fig. 5 that the average behavior

is not well reproduced in the upscaled model. This
discrepancy increases with heterogeneity. We can
distinguish two effects: (i) the ensemble average mass
flux cdf for the upscaled model is retarded with respect
to the real solution, and (ii) the ensemble average mass
flux cdf for the upscaled model reflects smaller macro-
dispersion coefficients than the real solution. Thus, it
appears that in order to match the ensemble average
mass flux cdf with the real solution the upscaled model
requires both a fictitious retardation factor and a
dispersion coefficient. For instance, the fictitious retar-
dation factor can be estimated as the ratio of the mean
travel time for the upscaled model to the mean travel
time for the real solution. This gives retardation factors
ranging from 1.0 for the homogeneous case (standard
deviation of log10K equal to 0) to 1.2 for the
heterogeneous case with standard deviation of log10K

equal to 1.0.
8. Summary and conclusions

We have conducted stochastic simulations of solute
transport in heterogeneous log10K random fields at two
different support scales. The fine grid-scale is used as a
reference solution of the real problem, which is based on
data from the Sellafield site. The coarse-scale is the
upscaled model obtained replacing heterogeneous grid-
blocks by equivalent homogeneous hydraulic conduc-
tivity tensors obtained using the Simple Laplacian
Technique. Random fields were designed with different
degrees of heterogeneity such that the standard devia-
tion of log10K ranged between 0 and 1. By doing this, we
performed an assessment of the solute transport
upscaling methods in the context of the nuclear waste
disposal. It is shown that the early arrival time of
radionuclide particles, reflected in the lower limit of the
95% confidence interval of the mass flux cdf stochastic
process, for the upscaled model is strikingly similar to
the one associated with the real solution for all
heterogeneities. This is encouraging for the application
of upscaled stochastic models to the design of nuclear
waste repositories where, in general, the design of a
nuclear waste disposal facility is based on the estimation
of the early travel time of radionuclide arriving at a
control location defined for the protection of public
health or the preservation of the environmental quality.
On the contrary, the late arrival time of particles at
the control location is largely underestimated by the
upscaled model. This situation is important in the
application of remediation techniques where the
running time requisite to recover a certain amount of
contaminant mass from the aquifer is the parameter to
optimize.
Moreover, comparing the ensemble average mass flux

cdf for the upscaled model with the one for the real
solution, it is seen that the upscaled model needs to
incorporate both a fictitious retardation factor and a
dispersion coefficient in order to reproduce the real
ensemble average solution.
As expected, it is found that because the upscaling

process partially suppressed fine-scale information, the
upscaled hydraulic conductivity random field is less
heterogeneous. Consequently, the uncertainty asso-
ciated with the predictions of mass flux in the upscaled
model are found smaller than those attributed to the real
fine-scale field, such that the confidence interval of the
particle arrival time will be largely underestimate by the
upscaled model.
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